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Abstract

A soil quality database (SQDB) is a collection of soil samples described by a given set of parameters,

allowing farmers, scientists and other stakeholders to make informed decisions about practices,

processes and policies for soil use and management. If each parameter is considered as a dimension of

the space spanned by the SQDB, extracting information becomes a difficult task when the number of

parameters is >3. A widely used approach to explore multidimensional data sets is the self-organizing

map (SOM) method, which is suitable for clustering, visualization and extraction of information from

multidimensional data. We applied the SOM method as an exploratory technique to an unlabelled

SQDB to extract knowledge – data patterns and data associations – from the data set (the time and

location of each sample were unknown). The SQDB used in this study is a set of 1240 unlabelled

samples within the Central Valley of Chile, covering ca 7500 km2. The predominant soils are Andisols

with a large organic matter content (7–12%), small bulk densities (0.6–1.0 g/cm3) and large water-

holding capacity. We identified three patterns: (i) isolated region within the map with close neurons

(smooth transitions), (ii) two or more regions with predominantly large or small values and (iii)

homogeneous map with small values with an isolated region of large values. These patterns show that

the data set represented more than two groups that were not necessarily related. For pH, no

important associations with other investigated parameters were observed. Previous studies carried out

by the local agricultural research station showed that pH values below 5.5 constrain nutrient uptake.

Thus, locations presenting pH<5,5 should be subject to seasonal monitoring to assess management

practices that mitigate soil acidity. The component plane for organic matter indicates that ca. 50% of

the soil samples had contents <8% related to soil series characteristics and management practices. As

the k-means is initialized by random partitions, the two-step approach (clustering the map

representing the input data) is less sensitive to variations in the input data (subsamples) than is the

direct application of k-means to the input data, but it also reduces the computational cost. The ability

of SOMs to visualize multidimensional data sets helps gain an understanding of the data in the

exploratory phase, such as the association and integration of physical, chemical and biological

parameters.
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Introduction

Soil monitoring allows stakeholders (e.g. farmers, scientists)

and decisions-makers to make informed evaluations about

practices, processes and policies for soil use and management.

Each soil sample can be described by a set of parameters, and

to characterize a given location in time or space, a certain

number of samples need to be taken. Soil laboratories

store results of soil samples coming from different times,

fields, soils and clients, generating soil quality databases

(SQDB).

Soil quality is a multidimensional concept (Villamil et al.,

2008), considering physical, chemical and biological

parameters. Therefore, it is not possible to define the whole

(physical, biological, chemical) condition of the soil by a

single parameter, but rather by a set of parameters, each one

describing an important characteristic of the soil. When

considering soil samples – multiple parameters for a given

time and location – as vectors, a SQDB can be defined as a
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matrix Qs9p with p columns (parameters) and s rows

(samples), which spans a p-dimensional space (Webster,

2001). There are some issues about how to extract and

visualize the information contained in Q. For P ≤ 3, it is

sufficient to analyse scatter plots and ‘checklists’ for each

parameter. However, for P > 3, a dimensional reduction

method is needed, such as the widely used principal

component analysis (PCA) (Webster, 2001; Villamil et al.,

2008).

Data mining seeks to answer questions or solve problems

based on available data, following, in an iterative way, four

methodological steps (Vesanto, 2002): (i) data exploration,

to gain understanding (ii) preprocessing, (iii) model(s)

construction and assessment and (iv) knowledge con-

solidation and deployment. Confirmatory data analysis

answers questions such as ‘Do the data confirm the hypothesis

of the study?’ whereas data mining tends to ask ‘What can the

data tell me about this relationship?’ (Martinez & Martinez,

2005). Consequently, soil quality databases are good subjects

for data mining – the search of clusters, patterns and

structures – that could be used to construct hypotheses or

develop knowledge, specially unsupervised learning

algorithms such as self-organizing maps (SOM, Kohonen,

2001).

Self-organizing maps perform a nonlinear mapping of the

data set onto a two-dimensional grid through an

unsupervised learning algorithm, allowing exploration of

relationships and patterns between parameters, as well as

structures in a single parameter (e.g. approximating the

probability distribution of the parameter). Therefore, the

SOM method is a suitable technique for clustering,

visualization and extraction of information from multi

dimensional data (Vesanto, 2002; Penn, 2005; Herbst &

Casper, 2008). The data set used for training the map could

be tailored to include or combine relevant parameters, for

example combining physical parameters with biological

indicators (Vesanto, 2002; Astel et al., 2007).

The SOM method has been successfully applied in

classification of sediment samples (Alvarez-Guerra et al.,

2008, 40 samples, 13 parameters), sediment chemistry (Astel

et al., 2007), soil classification using data from near-infrared

spectroscopy (Fidencio et al., 2001), soil group classification

(Tissari et al., 2007), sole-carbon source utilization profiles

(Leflaive et al., 2005), soil biological and chemical quality

(Mele & Crowley, 2008; Dhar & Cherkassky, 2011), soil

bacterial community comparisons (Wu et al., 2008), water

quality and hydrological records (Kalteh et al., 2008) and

ecological sciences (Chon, 2011). Astel et al. (2007) pointed

out that the SOM method has a stronger ‘resolving power’

for classification than PCA in analysing large data sets (ca.

15 000 samples, 14 parameters and 23 sampling locations),

combining chemical indicators such as pH, dissolved oxygen,

biological oxygen demand, chloride and nitrate, among

others. Merdun (2011) explored a soil database (19 variables)

to analyse relationships among soil, chemical and hydraulic

soil properties. Our approach is similar to Merdun (2011)

and Astel et al. (2007) on the methodological aspects, but

differs in the specific methods used to cluster the maps and

the assessment of the quality of the clustering process.

Taking advantage of the visualization and pattern

discovery features of self-organizing maps, we applied this

technique to a soil quality database composed of 1200

samples and 17 variables. The aim of this research was

twofold: first, to apply SOM as an exploratory technique to

an unlabelled SQDB (time and location for each sample are

unknown) and to extract knowledge from the data set, that

looks for associations, patterns and groups, and second, to

bring attention to some specific issues regarding the

application of SOM, such as clustering the map. This

exploratory phase aims to get insight from the data rather

than construct a rigid, unique model of the data (‘making

sense of the data’; Vesanto, 2002). Discussion regarding

specific practices to improve soil quality or the level of

certain parameters is outside the scope of this work.

Data and methods

Soil data set. The SQDB used in this study is a set of 1240

unlabelled samples from the valley and piedmont

(precordillera) within the Central Valley of Chile, covering an

approximate area of 7500 km2 (Figure 1). The predominant

soils are Andisols – soils derived from volcanic ash – Typic

Melanoxerand, Humic haploxerand and Typic haploxerand,

having large values of organic matter (7–12%), small bulk

densities (0.6–1.0 g/cm3), large water-holding capacity and

phosphate fixation (Zagal et al., 2002; Sandoval et al., 2007,

2008).

Analyses were carried out for pH (�), organic matter

(OM) (%), nitrate nitrogen (NO3-N) (mg/kg), manganese

(Mn) (mg/kg), phosphorus (P) (mg/kg), potassium (K) (mg/

kg), calcium (Ca) (cmol/kg), zinc (Zn) (mg/kg), magnesium

(Mg) (cmol/kg), sodium (Na) (cmol/kg), bases (cmol/kg),

copper (Cu) (mg/kg), exchangeable aluminium (Ex Al)

(cmol/kg), potassium saturation (K Sat) (%), calcium

saturation (Ca Sat) (%), boron (B) (mg/kg), magnesium

saturation (Mg Sat) (%), sulphate–sulphur (SO�
4 -S) (mg/kg)

and iron (Fe) (mg/kg). Samples were taken between the

years 2000 and 2008 from the topsoil. Parameters were part

of periodical surveys for soil fertility status at farm scale

carried out by a fertilizers manufacturing company. Under a

confidentiality agreement, it is not possible to disclose the

exact location of sampling points.

Self-organizing map: how does it work?. Self-organizing maps

(SOM) are a set of neurons (the basic working units)

forming a two-dimensional array (Figure 2a). The SOM is

composed of two fully connected layers: the input layer and
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the output layer. Each neuron from the output layer has a

double representation: a reference vector that has as many

components as the number of input variables and its

position in the grid. The set of reference vectors is called a

codebook. A SOM applies an unsupervised learning

algorithm that preserves data topology, that is data are

organized on the grid in such a way that observations that

are close together in the high-dimensional space have close

positions in the map (Kaski, 1997; Kohonen, 2001; Vesanto,

2002; Herbst & Casper, 2008). Therefore, the codebook

approximates the space spanned by the original data set

(input data or input matrix) as well as its probability

distribution (Park et al., 2003; Herbst & Casper, 2008).

The map – the projection of the codebook on a grid – allows

identifying groups of observations with similar char-

acteristics (clusters) by taking into analysis all parameters

simultaneously.

The training algorithm considers an input matrix Ts9p,

formed by s samples (rows) and p parameters (columns). The

input matrix could be the SQDB itself or a subsample of the

SQDB by removing samples and/or parameters. The

codebook PN9p has N neurons where each row is the

reference vector of the i-th neuron. To train the map, a

sample is randomly taken from Ts9p. Then, the best-

matching unit (BMU) is determined, where the BMU is the

neuron whose Euclidean distance between its reference

vector and the sample is minimal (the closest location on the

p-dimensional space). After, the codebook is updated by

moving the BMU and its neighbours to a location closer to

the input vector according a neighbourhood function. The

algorithm is applied to all samples and repeated until a stop-

rule is achieved. In a practical sense, a SOM is a partitioning

algorithm with an adaptive behaviour (Murtagh &

Hern�andez-Pajares, 1995).

There are two canonical tools to visualize the SOM. The

unified distance matrix (U-matrix) calculates the distances of

reference vectors to each of its immediate neighbours in the

grid, as well as the median distance. It displays the distance

structures, using a colour scale in a two-dimensional array of

neurons, maintaining the topology and allowing

identification of the clusters, boundaries and representative

neurons (Ultsch & Siemon, 1990; Vesanto, 2002; : Peeters

et al., 2007). Figure 3 shows different options to visualize

data using SOM. We used a synthetic data set composed of

four cluster and 10 variables (863 samples). Clusters are seen

as those map units that have smaller distances (cold colours),

and borders between clusters have larger distances (warm

colours) (Martinez & Martinez, 2005). The distance matrix is
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based on the U-matrix, having the same number of neurons

of the map by only retaining median distances. For the

synthetic data set, the U-matrix and distance matrix

(Figures 3a,b) show clear borders and compact cluster

(similar colouring within the cluster). Figure 3c shows the

clustered map after applying the k-means partitioning

method. It is worth noting that the clustered map

(Figure 3c) displays the same pattern as the Distance matrix

(Figure 3b). Thus, the visualization of distance-based

matrices is a useful tool for visual inspection of data groups.

The second approach is the component planes (Figure 3d).

They represent the distribution of a parameter in the input

data set and the contribution of parameters to cluster

structures of the trained SOM (Park et al., 2003). By visual

inspection, parameters with similar distribution (association

or correlation) can be identified (Vesanto, 2002). For the

synthetic data set, there is no relationship among the last

three variables.

The map size (number of neurons and the ratio between

the numbers of neurons in the vertical and horizontal axes)

is important to detect differences and patterns in the input

data set. In the case of too few neurons (compressing the

input data), patterns or structures are hidden and too many

neurons (extrapolating the input data) do not add

information, despite displaying smoother maps.

Procedure. This work focuses on the exploratory phase:

analysis of the nature, reliability and complexity of the data

set, and extracting knowledge. A general sketch of the

workflow applied in this work is shown in Figure 2b.

We used the SOM Toolbox 2.0 for MATLAB. Using the

parameter values of each of the 1240 samples, the size of the

input matrix is T1240917. Given that the training algorithm

uses Euclidean distances, data must be normalized before

training to avoid distortion in the results. We normalized

each column of T in [0,1] using the linear transformation:

x0 ¼ xi �minðxÞ
maxðxÞ �minðxÞ ð1Þ

where x0 is the new normalized value, xi is the original

variable value, min(x) is the minimum value of the original

variable – a column of Ts9p, and max(x) is the maximum

original value. This procedure was applied to each column of

T.

The number of neurons was set using Vesanto’s rule

(Vesanto, 2002), which define the optimal number of

neurons as 5
ffiffi
s

p
, where s is the number of samples as

described elsewhere (Vesanto, 2002; C�er�eghino & Park,

2009).

To assist in the identification of clusters, we applied two

partitioning methods: k-means and fuzzy k-means clustering,

both of which have been described elsewhere in the

literature. For further details on clustering the SOM, please

refer to Vesanto & Alhoniemi (2000) and Wu & Chow

(2004). The k-means algorithm is a nonhierarchical clustering

technique that optimizes some criterion to partition the

observations into a specified or predetermined number of

groups (Martinez & Martinez, 2005). The k-means method

assigns each data point to the cluster where the distance

between the data points to the cluster centroid is smallest,

that is it minimizes the variance within each cluster. Fuzzy

k-means assign a membership value of each sample to all

clusters. Thus, each sample partially belongs to any cluster,

to some degree, depending on the membership value.

For k-means and fuzzy k-means, the optimal number of

cluster must be defined using some efficiency criteria, such as

the Davies–Bouldin (DB) index (Davies and Bouldin, 1979):

DB ¼ 1
n

Xn
i¼1;i6¼j

max
Si þ Sj
dðCi;CjÞ

� �
ð2Þ

where n is the number of clusters, Si and Sj are the average

distances of all points in clusters i and j to their cluster

centres (within cluster scatter), and d(Ci,Cj) is the distance

between cluster centres Ci and Cj. Small values of this index

correspond to clusters that are compact, that is low variance

within cluster, and whose centres are far away from each

other (Park et al., 2003; Razavi & Coulibaly, 2013)

(Figure 4).
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We used PCA for visualization tasks (Webster, 2001). The

main purpose of PCA is to reduce the dimensionality of a

data set (Martinez & Martinez, 2005), while retaining as

much of the variation in the original data set as possible.

PCA transforms the data to a new set of variables – the

principal components – that are a linear combination of the

original variables.

To define the PCAs, the original data set of s observations

and p parameters is converted to a covariance C matrix or

correlation matrix R following (Webster, 2001):

C ¼ cij ¼ 1
n
XTX ð3Þ

R ¼ rij ¼ cij=
ffiffiffiffiffiffiffiffiffi
ciicjj

p ð3Þ

where X is the matrix containing the centred data (mean

subtracted), and s is the number of samples.

The eigenvectors of R (or C) form a p-by-p matrix, with

each column containing coefficients for one principal

component. Thus, the larger they are in absolute value, the

stronger is their influence (Webster, 2001). The principal

components (eigenvalues) are the variances along the new

axes, and they are ordered from largest to smallest with the

proportions of the total variance for which they account

(Webster, 2001).

The new variates or scores are obtained by multiplying the

data set X by the eigenvectors. Scores resulting from

the covariance matrix will be dominated by parameters with

the largest variances. This is often the case when the

variables are of different types or units (Martinez &

Martinez, 2005). Thus, if the data are composed of available

P with a variance of 26.5 (mg/L) and pH with a variance of

0.25, then the P will swamp pH, hiding the effect of the

latter (Webster, 2001). As working with matrix R gives them

equal weight, the correlation matrix should be used for PCA

when the variances along the original dimensions are very

different (Webster, 2001; Martinez & Martinez, 2005). Using

correlation matrices gives more sensitive analysis and allows
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comparison of the results of PCA among different analyses.

This is the main reason for carrying out normalization

procedures to the SQDB.

This rigid rotation of the data to new orthogonal axes

allows visualization of highly dimensional data into two- or

three-dimensional scatter plots (Webster, 2001). Figures 3e–g
shows different projection of samples and neurons onto the

first two principal components, showing compact clusters

from the synthetic data set.

The number of clusters that minimizes Davis–Bouldin
index is taken as the optimal number of clusters, and it

allows assessment and comparison between partitioning

methods (Figure 4). To better identify patterns in the

codebook, we applied the k-means algorithm setting k = 6 as

case study (results for other values of k not shown).

Results and discussion

Exploring the SQDB

Figure 5 shows three tools to visualize high-dimensional data

through SOM: U-matrix, distance matrix and component

planes. In the upper part of the map (U-matrix), the neurons

are closer to each other (cold colours), but the U-matrix does

not show clear borders (lines of neurons with warm colours)

between potential clusters. Moreover, it shows two regions

(middle left and middle right) where neurons are rather

separated as warm colours appear. The latter implies that

those neurons are associated with samples substantially

different than other samples in the data set. The same was

observed in the distance matrix because the distance matrix is

based on the U-matrix. As the number of neurons in the map

(11 columns 9 17 rows = 187 units) is less than the number of

samples, most of the neurons in the map are the BMU (hits)

of more than one sample in the database. The 24 upper left-

corner neurons account for 25% of the samples. Moreover,

across the map, there are neurons with <2 hits, which could be

considered as interpolating neurons, smoothing the space

spanned by the codebook. Figure 5 shows the clustered map

after using k-means using a colour code. Thus, highly similar

neurons will belong to the same cluster. In this case, the U-

matrix barely resembles the clusters.

The component planes (lower panels in Figure 5) display

the structure of the neurons for each parameter. In each

component plane, the clusters are defined by numbering each

neuron, making it possible to visualize how each parameter

contributes to the grouping. It is possible to identify three

patterns: (i) isolated subsets with smooth transitions: pH,
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Figure 5 Top panels: U-matrix and distance matrix showing distance between each neuron and its neighbours. Cold colours indicate close

location and warm colours indicate larger distance between neurons. Numbers in the neurons are the number of hits. Colours were assigned

after clustering the self-organizing map (SOM) by k-means. Lower panels: component planes for each parameter. The numbers indicate the

number of the cluster. Colour bars show nonscaled values. Large (small) values are associated with warm (cold) colours.

© 2015 British Society of Soil Science, Soil Use and Management, 31, 121–131

Soil databases and self-organizing maps 127



Ca, Na, bases, Mg Sat. This pattern presents small groups of

neurons with large (or small) surrounded by similar neurons.

The smooth transitions from large to small values show that

there are not clear border between clusters (see Na in

Figure 5), and values are part of a wide range, such as for

pH; (ii) large-small values. This pattern appears for OM and

Ca Sat as there is a balanced proportion of large and small

values; and (iii) almost homogeneous small values with an

isolated subset of large values for NO3-N, Mn, Mg, P, K,

Zn, Cu, Ex Al, K Sat, B, S, Fe. This pattern shows

homogeneous values but a subset of samples with higher

values. A clear example of this pattern is Ex Al, which

shows that 95% of samples falls in the range of 0–0.3 cmol/

kg, while the remaining 5% falls in the range from 0.3 to

0.6 cmol/kg. On the other hand, the component plane for Ca

shows a more uniform distribution of the number of samples

falling in each bin.

Even though there exists widely known relationships and

dependencies among parameters, one advantage of the

component planes is that it is possible to visualize similar

patterns implying association between parameters: patterns

for Ca and bases are very similar (Pearson’s correlation

r = 0.9 for input data) and Ca Sat and Mg Sat are opposite

(Pearson’s correlation r = �0.78 for input data).

However, not all parameters match another, as shown by

pH, meaning that for this data set, no important

associations with other investigated parameters are observed.

For example, large K and K Sat values characterize cluster

6, and cluster 1 is characterized by low pH values and high

values for Mn, Cu and Ex Al.

Prior knowledge of the database is normally available

(e.g. sampling area, information use), so the use of SOM

can give new insights about the database. In our study,

some management-related information could be extracted.

For instance, cluster 1 in the component plane for pH

shows values below 5.5 and large values for Mn, Cu and

Ex Al. Previous studies carried out by the local agricultural

research station (Undurraga et al., 2004) showed that pH

values below 5.5 constrain nutrient uptake, suggesting the

need for both management and monitoring practices. pH

can be corrected by applying agricultural lime 30–60 days

before seeding. Lime application rates are determined by

soil tests. In the case of organic matter, soils derived from

volcanic ashes present mean values of about 8% of OM

(Zagal et al., 2002). However, the corresponding component

plane shows a considerable extent of cold colours (warmer

colour are related to larger content) over the map,

indicating that ca. 50% of the soil samples have levels

below 8%. Samples with OM < 8% might belong to soil

series presenting natural small organic matter content or

could be indicative of loss of organic matter due to

intensive management practices. At the foothills of the

Andes Mountains, a loss of organic matter has been

reported due to intensive tillage and stubble burning
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to the input data set; and (d) input matrix and the codebook. Different clusters have different colours.
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(Rodr�ıguez et al., 2000; Sandoval et al., 2008). As noted

earlier, cluster 6 presents medium values for NO3-N and P,

but very large values for K compared against the rest of

the map. High levels of K suggest the necessity to tailor

fertilizing practices to avoid accumulation. In addition, it is

possible to observe that some values of micronutrient
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Figure 7 Cumulative probability for each parameter in both the input matrix and the codebook. Parameters are pH (�), organic matter (OM)
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(cmol/kg), potassium saturation (K Sat) (%), calcium saturation (Ca Sat) (%), boron (B) (mg/kg), magnesium saturation (Mg Sat) (%),
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concentration (e.g. Mg and Zn) also point to a potential

problem if fertilizing practices are not corrected.

SOM performance

For visualizing the data set, we used the first two PCs

accounting for 37% of variance to produce two-dimensional

scatter plots (Figure 6a). Even though the retained variance

is low, our aim was to visualize a multidimensional data set

without doing any statistical inference from PCA. Figure 6b

shows the projection of input data set and neuron’s reference

vectors onto the first two PCs. As there are more neurons

where the data set is denser, the SOM is approximating the

frequency distribution. However, it is worth noting that

the SOM is approximating the frequency distribution of the

SQDB as a whole, but not approximating the probability

distribution of a population. In one single database, one can

have samples from several different populations. That said,

the large values for Mn and Ex Al form a different group,

but they could not be a priori considered as ‘outliers’

regarding the frequency distribution. Figure 7 shows good

agreement when comparing the cumulative probability (CP)

for each parameter in both the data set and the codebook.

The codebook’s CP, however, does not span the whole range

[0,1], meaning that some very dissimilar samples are

associated with ‘mean’ neurons.

After dividing the codebook by k-means, samples in the

input matrix were grouped according to their BMU cluster,

that is if neuron N belongs to cluster X, all samples having

N as BMU were assigned to cluster X (the two-level

approach; Vesanto & Alhoniemi, 2000). A comparison of

Figure 6c (k-means clustering of input data) and Figure 6d

(data clustering by applying k-means to the SOM) does not

show clear qualitative or quantitative differences. Figure 8

shows DBI index for increasing values of k. The one-step

approach – direct application of k-means algorithm to the

SQDB – shows a small improvement in the DBI values after

10 clusters, while the two-step approach – grouping the

SQDB based on map clustering – shows a minima close to

k = 5 cluster, depending upon whether the method used to

cluster the codebook is k-means or fuzzy k-means. This fact

might be considered as indicative that the codebook

effectively captured the topological features of the SQDB.

The two-step approach generates a reduction in the

computational cost (especially for larger data sets) and noise

reduction in the clustering process, making the clustering less

sensitive to variations in the input data (Vesanto &

Alhoniemi, 2000).

Conclusions

The SOM method has potential practical advantages over

other exploratory techniques. Its ability to visualize

multidimensional data sets helps in the exploratory phase to

gain understanding of the data and can also be used

cooperatively with other techniques. Once the SQDB has

been mined, the SOM could be used as a classification tool.

The SOM also demonstrates potential to identify the quality

state of the soil and define parameters to be improved.

The application of SOM, the two-step approach, improves

the quality of the clustering compared against the direct

application of methods such as k-means to a SQDB. Also,

the computational load is less.

To summarize, a trained user in this methodology can use

it to draw management strategies for soil management by

inspecting patterns on data, association between parameters,

and outliers based on the integration of different parameters

in a single vector. The input matrix can be tailored to

include relevant information for specific problems, allowing

the design to fit-to-purpose indices.
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